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In order to improve the performance of Zigbee togmlogy, Breadth-First Search
has been proposed in this paper. Zigbhee is a wgetdgandard for Ad hoc
networks based on the IEEE 802.15.4.1t was orityrdgsigned for low data rate,
low energy consumption and low cost Wireless Pelsdpata Networks
(WPANSs). Because of these characteristics, Ziglseexpanded to be used in
Wireless Sensor Networks (WSNs) for industrial igecause of the structure and
characteristics of the Zigbee network, data packeght travel through
unnecessary paths until it reaches the destinatidnich will consume extra
energy.

In order to optimize the transmission route, thedsith-First Search has been
proposed for the Zigbee tree formation in this ihesThe implementation of
Breadth First Search begins at the coordinator reotk connecting the nodes,
which are in transmission range. Then for eaclhefchildren nodes, respectively,
it connects their children nodes, which have nenbeonnected. The method used
in this paper was using Breadth First Search tabéish the network, which
greatly reduces the network depth. Due to the redudepth, the hop count
compared to the original tree routing was also cedu

This thesis also compares the orphan node probl¢he @riginal tree routing and
Breadth-First Search tree routing. The resulta the number of orphan nodes in
Breadth First Search was significantly decreased.
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1 INTRODUCTION

The aim of this thesis is to do a thorough invedtan on the Zigbee protocol and
make a method to improve the performance of thde®gprotocol. Zigbee is a
highly reliable wireless connection; Zigbee it uSzsrier Sense Multiple Access
Collision Avoidance (CSMA-CA) to increase the religy. Before transmitting,

a node will listen to the channel. If it is clebetnode begins to transmit. This will
avoid the signal overlapping problem (corruptechjlaZigbee uses a 16-bit CRC
on each packet called a Frame Checksum (FSC), whitlguarantee that the
received data is correct. The Zigbee network cafobeed as star, mesh and tree
topology and of these three topologies the tre®ltmgy is most widely used
because of its reliability of data routing in thetwork. But the disadvantage of
tree routing is also obvious. In the Zigbee routitige router does not store the
routing table, so in this case more hops will beduto reach the destination and
more energy will be used, which will decrease tlietilne of the network.
Furthermore the node in a higher depth will trartsmore data than the node in a
lower depth. Due to the characteristic of tree logyp and its drawbacks the
easiest way to improve the performance is to redlneehop between the source
and destination. There are researanasle that mainly focus on the reducing hop
count. These methods do greatly reduce the hopt d@iween the source and the
destination and improve the performance of the &gprotocol but none of these
methods considered reducing the hop count whildréeeis formatting. Some of
the methods require memory to store the neighddetaome of them need to
send extra data which will consume unexpected gn@ther researches focus on
reducing the energy consumption of the network prmlonging the network
lifetime. There is also literature that mainly fses on the Zigbee tree topology
formatting problems. In this thesis the startingnpavas that by improving the
tree formation the Zigbee performance could be awpd. This thesis proposed
Breadth-First Search method to format the tree. Témult shows that the
improvement is obvious. By reducing the depth @f tietwork it can reduce the
hop count between two nodes and it can cut downntimeber of the orphan

nodes.



This paper is organized as follows: Chapter 2 dgetiled description about the
Zigbee network. The improved methods in fixed nadd mobile node condition
are described in Chapter 3. In Chapter 4, the Bhe&itst Search method is
presented; the result and the analysis also indludéhis chapter. Finally Chapter

5 summarizes the work.



2 ZIGBEE NETWORK DESCRIPTIONS

A Zigbee network consists of three types of noble:doordinator node, router and
terminal equipment. The coordinator node is thet that identifies the whole
network. The router has the ability to execute irmutalgorithms and forward
messages to and from the other devices. The tekmquapment known as end
device, has limited resources, it does not allowoeaigtion and does not
participate in routing /6/. Meanwhile, these nodas be divided into full function
devices (FFD) and reduced function devices (RFbg FFD implements the full
IEEE 802.15.4/Zigbee protocol track and it can camivate with both FFDs and
RFDs. The RFD implements a subset of the prototamtksand it can only
communicate with FFDs. So as a consequence théinator and router must be

a FFD but terminal equipment can be not only a RBBe but also a RFD.
2.1 Network Address Assignment

Zigbee has two address assignment mechanismsbdistt address assignment
mechanism (DAAM) /29/ and random address assignmmathanism (RAAM).
A tree routing algorithm is put forward on the Isasif distributed address
assignment mechanism, which decides the next hogrdiag to the computation

of local nodes and destination nodes’ network asftre /26/.

In DAAM, when a network is constructed, it needseth parameters: the
maximum number of children of a routef,(), the maximum number of child
routers of a routerR,,), and the depth of the network,(). With the three
parameters, a parent router can also determinentiqeie network addresses of its
child devices. Each router of depthcalculates it'sCg,q)to determine the
number of network addresses allocated to each rroafgble child device. The

function Csp(q) is calculated as follows:

14Cp(Ly—d—1) ifR, =1

Cskip(d) ={ 1+ Cp, — Ry — Cppy * REm7972 (1)
1-R other
m




When the parent nodeBy;,q) =0, this means there will be no more child node
joined in the network. The addresses to routeraigpzhild node are:

A, = A +Cskip(d) = (k—1) + 1 (L< k< R_). )

parent
And the equation for the addresses to end dewicassequential manner with the

nth address is:

An = A'przranr + Cskz'plri} R +n E:]' =n= C ij (3)

For a Zigbee router with addrefsat depthd, if 4 <D < A+ C

sieip(d— ﬂis true,

then a destination device with addré&sss a descendant. Thus, the addidssf
the next hop device is given by:

D, if end device
N = (4+1) , 4
R —— ®
In general, the device sends the data to one of Q
destination children if it is a descendant; otheeyi /
Coordinator

it sends data to its parent in the tree routing.

>
Figure 1 shows a case in the tree routing. TheO O
source node will follow Equation (4) to determine /

which the next hop device of current packet is. The ; O
next hop device could be a descendant of this route i O

fA<D<A+ Cskip(d—l)
Fig.1 Tree routing in ZigBee

2.2 Neighbor Table

Each FFD node in the Zigbee network has a neighddade which contains all

neighbors’ information in the single hop transnossiange. It consists of network
identifier; network address and the extended addrégvice type and the
relationship with the node; network depths; linkaliy indication (LQI) and so

on /22/.
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2.3 Routing Protocols

Zigbee defines two routing protocols: tree routprgtocol and AODVjr routing
protocol. In the tree routing protocol it uses DAAVhe tree routing (TR) can
find the next hop node without routing tables/2dd aAODVjr /7/ can find the
optimal route to destinations through broadcastinguequest packet (RREQ).

24 Node Movement in Zigbee Network

There are three coordinator movement strategiesdora, predictable and
controlled./21/

Random mobility: the coordinator randomly sele¢ts tength and direction of
segments in its path.

Predictable Mobility: The predictable or fixed &ajory of a mobile coordinator
is fully deterministic as the coordinator alwaydars the same path throughout

the network.

Controlled Mobility: The path of the coordinator doenes a function in the
current state of network flows and nodes’ energgsamption, and it keeps

adjusting itself to ensure optimal network perfoncaat all times.

According to the standard in the network layer, BiscoverRoute field of the

data frame head is defined as the routing appré@ctiata frames and they have
three values: Suppress route discovery (SRD), EEnahite discovery (ERD) and
Force route discovery (FRD). In SRD the networkyardes the routing tables that
exist already. In ERD if there is the routing addren the routing table, the
routing will follow this routing table. Otherwis#)e router will initiate the routing

discovery. In FRD the node has to initiate the immutiscovery constrainedly no

matter whether there is the corresponding routdetor not. /8/
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3 IMPROVEMENT METHODS

In this chapter the improvement methods by vari@msearchers to improve the

performance of Zigbee tree topology are introduced.
3.1 Fixed Node I mprovement Methods

There are two types of improving methods. The fggb reduce the routing cost
by using a neighbor table. Another type is to foaums balancing the energy

consumption of each node in order to extend thevarétlifetime.
3.1.1 ReduceRouting Cost (Hop Count)

Due to the characteristic of Zigbee tree routitngg transmitting packet may be
passed through several hops towards the destinatide, even if the destination
node is located nearby. In this case, the neighddde is widely used to reduce

the hop count.

Kim et al, proposed the shortcut tree routing protocol tuce the hop count by
using neighbor table. In general, the theory ofrtslu tree routing is to check the
neighbor table while transmitting the packet. Fitet source node will calculate
the hop count of Zigbee tree routing (TRcost) aaldudate each neighbor’s hop
count to the destination based on the neighboe té®T'Rcost). Then the smallest
value of STRcost is chosen to compare the valueRaost and pass the packet to

the smallest value’s node. /15/

Sheng and Honglian /22/ suggest the following meohmgy: first, it is
determined whether or not the destination nodengighbor node of the source
node by checking neighbor table. If it is truefoitwards the data to the neighbor
node. Otherwise the source node will check its m®g list. By checking the

neighbor list, it firstly calculates total hops @ich neighbor to get, . and also

the residual energy rati% usingcsm,:dk

_1y - d, is the network depth of theth

neighbor. After that, it gets the simplified evaloa function value of each

neighbor using
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f (k) =22= E% (5)

wherek, is the saving energy that energy consumption foting along the

original routing tree and minus it forwarding thgbhuthe optimum node. The

formula of g, is
E,=(R,*tg + T, =tg)*(Ly— Lpgy ) (6)

whereL . is the link hops forwarding packets along the tmeis the receiving
power of the nodeT, is the transmitting power,,, refers to hops to the
destination node; andt represent receiving and sending cycle respectigly.

is the probable energy consumption that the neighbde may transmit data for

its children node. The formula &f. is
RC=(d; —d,;)+(d, —d, ;) d; (7)
Where A is a parameter that obeys the Poisson distribu80f N is the total

number of descendant nodes.

And in a specific Zigbee network i is given N/4 is a constant. Then the

evaluation function can be simplified as follows:

RC=(d; —d,;)*+(d, —d,;) d, (8)

After getting each neighborfgk,), it forwards data to one of the maximum. So it

can balance the entire network energy savings lamdife cycle of a single node.
Moreover, Sheng and Honglian also made some imprert of this method:
before processing this method a judgment shouldnbde, whether the hops
between source and destination node is less thait &eans source and

destination node share the same neighbor node.
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Khatiri et al, propose energy-efficient shortcut tree routin§ TR) to reduce hop

counts and to balance energy in the network. /13/

In this research the key formula is the total ¢0§2):
TC=a*RC +B*NC+y=LC (9)

Coefficientsa, B, y should satisfiedQa, B, y<1, a +f +y=1

RC is the hop count, which defines kg= (d, — d,,) + (d, —d, ), d,andd,,
are the neighbors’ depth and destination’s depmheaetively andi, ,is the depth

of the closer common ancestor of neighbor and raiztsdin.

NC is a counter used to count the number of packets or received by the

neighbor node.
LC is link quality indicator, which indicates theality of the received signal.

And RC ,NCand LC are locally normalized values c&¢ , NC and LC
respectively.

—~ EC —~  NC —~ LC
RC miXpe,’ NC m“""-\-‘f-’LC MLy e

e [ =

Here are calculated by node n for its ith neighbor.

The ESTR will choose the minimufic as next hop from neighbor nodes. In

general, if node n is the destination node, thekgtawill deliver it directly; no
ESTR method will be used. Otherwise, the ESTR nuetiwill be applied to

choose the next hop among the neighbor nodes gtminimumr¢ and forward

the packet to it.

Bidai et al, propose multipath routing, where multiple pathee aused
simultaneously to transfer data between a sourdetlan coordinator. First, they

explain the assumptions and definitions of multigarwarding. /1/
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In order to check parent-child relationships, ibtpaths are node disjoint or not,
Bidai et al introduce the Zigbee Tree Path Information (ZTi).h&s two forms:

O 0,0, ,0,...0)if internal node
ZTP, ={[ vz e )i (10)

[Cl, C,, "'Cim) if leaf node

Where the network dept). = [1,L..] and Zigbee tree path information of node

N, noted Z'F, is an integer sequency,C,, ..., C,_that defines the parent child

path in the tree from the coordinatorag. /1/

The value ofc, can be represented by:

A= k=L E 0 Copip (- 1) (- 1)
ES;{[F (k—1)

C, = +1 (11)

Whenc,, = o, it indicates termination of the path. Arld is the network address

of v_.
After these definitions, the forwarding path demis should be made. In this
model, it is assumed that the three paths exist.chordinator keeps track of the
source adjacent nodes from which it receives daizkgis. Then, it uses the
parent-child path towards the source to reporteghssdes identities. Based on
that, the source can decide to stop transmittiegan adjacent node with no
available path to the source. For each packet afiedavis added in the header
called a flag, which can take two values 0 or 1.eWlilag=1, it means TR is
applied on this packet, otherwise new forwardirigsare used.

Yukun et al, use the beacon frame to finish the establishrae@thop neighbor
table, which not only makes the broadcasting cess$ I(because beacon frame
only contains the network address information), &lsb the node could use the
beacon frame to relay the data packet after 2-leghbor table established. In
the beacon frame it adds the 1-hop neighbor netaddtess information, except

the parent and child neighbor node network addtesl. /26/
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The specific algorithm is as follows:

1. If the destination node is the node’s neighbordsdrectly to destination

node.

2. If the goal node is the descendant node, accortinge tree algorithm

routing to send.

3. If it does not fit the above two kinds of circumstas, first use 2-hop
neighbor algorithm; the native node to destinatiode of the hop counts
is N1. And according to the tree routing algorithms tiaive node to
destination node the hop countN&. So if N1< (N2+2), it means that the
2-hop neighbor algorithm’s path has less hop ctlam tree routing’s
path. And after this, 1-hop node according the tlugree routing
algorithm to destination node of the hop countNB if (N3-1)<N2, it
means from now on a jump forward data to the neghbode destination
node is superior to the node from tree routing r@lgm according to
forward packets. So, if 1-hop and 2-hop neighboeshketter than native
nodes according to the tree routing algorithm tovésd packet, then
compare these two methods.(N1-1) >N2, then the packet will send to
the neighbor and let neighbor send the packet.r@tbe, it sends to 2-hop
neighbor node in the table.

4. If above situation does not appear, the node wilidsthe packet to its

parent.

Liu et al, propose the Neighbor Tree Routing Algorithm (NTI®) using the

neighbor table. The deduction of NTR is when thi& daaches the parent node, it
will check the node whether it is the destinati@de If it is the destination node
it will receive the data, if it is not, the destiltam node, it will check if the

destination node is in the child node. If it istle child node, it will pass the data
to the child node, if the destination node is mothe children nodes, it will use
neighbor table to check the destination node neigimbdes, and compare with

the parent node’s neighbor nodes. If there is dichtp neighbor node, the data
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will be passed to that neighbor node. If theraasduplicate neighbor node, the
data will be passed to the best path node and th@arprocess again. For this

methodology Liu Daret al propose a simulation experiment. /17/

Boujelben et al, made some improvement for the Z-Cast multicasitimg

mechanism. The details of this protocol are: /2/

1. Multicast routing table (MRT): the MRT that must beeated inside each
Zigbee router, which stores membership table statuke children. The
MRT has two fields: Multicast group address, 16 lshort address that
identifies a certain group. GMs address, contdeslist of the network
short addresses of nodes that are members of thp gdong the cluster

tree network.

2. Routing table update: when every node join anddeaperations in the
network, the routing table must be updated. Whenode joins the
network, the Zigbee coordinator must add the masticaddress of the
group to the Multicast group address field and dlddress to the GMs
address, so that Zigbee router will know all themhership information of

the child routers of its tree.

3. Routing in Zigbee coordinator: Boujelbeh al (2013) propose to add a
flag to multicast message, so that the multicagsage has already been
treated by the coordinator and send the multicaetsage to the Zigbee
coordinator before sending it to the group membevghen a frame is
received by the Zigbee Coordinator, it analyzeditaime and checks if the
destination address is a multicast or a unicastesdd If it is a multicast
address, the ZC will add a flag to the frame amtiseto all it is directly
connected child Routers. If the destination addoéske frame contains a

unicast address, the default cluster-tree routiigoe applied.

4. Routing in Zigbee routers: When a multicast paadlestiches a Zigbee

Router, there are different possibilities:
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If the multicast group address is not found in MRT, then the multicast packet

will be discarded.

If the multicast group address is found in the MRWo different cases may

occur:

— If the GMs address field contains only one memibeidress of the
corresponding group, the packet will be transmitbgd unicast to the group
member by applying the default Zigbee cluster-traging algorithm. The unicast

here is necessary because there is only one memther leaf.

— If the GMs address field contains two or moreradses of the corresponding
group members, the packet will be transmitted ltatsatirect child nodes (Zigbee

Routers and Zigbee End-Devices).

Boujelbenet al (2013) propose ameliorations in two parts of théticast routing
table.

-MRT construction: When a node joins a multicastugr, its parent will check if
the node is the first one in the group. Then tlikept node will inform its parent
node that it has in its descendant members of @pgfbhus, the parent nodes will
only store the group address and not the group reeaddress which can reduce
the memory storage in sensor nodes.

-MRT update: If the routers have already membeas lhlelong to the same group,
it will not inform the parent nodes of this infortitm because it will be a

redundancy. Thus, the number of messages is reduced

With Liu et al, the procedure of the proposed method is as fekdbwhen the

packet starts to send, it checks if the target naddress is satisfied with
A<D <A+ Cypypa-py» then it transmits the packet to the designatedtesss

node. Else, if the target address is the nodaghbering node address or in the

address ranges adjacent node’s offspring child nbée it sends the packet to the
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corresponding adjacent node. Else, it sends thkepdo the parent node and

checks, if the target node address is satisfield it D < A+ €y, 5y 117/

Kasraouiet al. use the following principle of modified routindgarithm: The

transmitting node checks if the destination is ohi,s descendants. If so, it sends
it according to the basic hierarchical routing.this is not the case, it sends
requests to all of its one-hop neighbors of the esatapth in the tree, after
estimating the round-trip delay of the messageinitidtes the timestamp. Each
neighbor receiving the message verifies even if thepient is one of its

descendants. If so, the neighbor sends an ackngmileat to the sender and takes
care of routing the message. Otherwise, the nemgdlops the message. At the
sending node, if the timer expires without recegvianything, the message is

transmitted to the parent. /14/

Wanzhi Qiuet al. propose a hybrid routing; each node on the tegh fries to
identify a short cut and if it exists uses it as tiext hop. /23/

3.1.2 Energy Saving Methods

In /18/, the improved algorithm which can reduce #nergy consumption and

extend the lifetime of the whole network. The kegnfiula for this research is:

Ennmh
E

1
imic = 0 (L9E0) 5 (12)

E

limit

is the energy threshold value of residual enetgiesof the sensor node,

when node residual energy is greater than energghbld valuee it means

limit’
the battery energy of this node is sufficient, anctransmit data. When node

residual energy is smaller than energy thresholdevg

limit’

it means the battery

energy of this node is not sufficient. In the psxef data transmitting, this node

should be avoided.
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E, is node initial energyD is node depthe™™ is a specific coefficient

(e=2.718), its role is to slow down the speedof .. decreasing.

The routing algorithm is as follows:

1.

Initialize next hop node as next hop nagavhich is computed by

traditional tree routing, and initialize the numlugrresidual routing

hops, every node computes current warning eneriggeva

. If the residual energy of current node S is gretitan warning energy

E,.....,» then still use traditional tree routing algorithm

If the residual energy of current node S is smallan warning energy
E then switch to energy optimization algorithm asetide the

Limit’

destination nodes contained in neighbor list.

. If next hop node is the destination nddlethen send data directly.

Otherwise, in the neighbor list, find a node, wheakie is greater than

currentg andD=1

limit’

If n,is greater than curreis,

lirmit’

then compute the residual routing
hop number of selected nodes in (4), compare 4, tcand choose a

minimum as next hop node.

If n,is greater than currers then compute the residual routing

imit?
hop number of selected nodes in (4), choose a mmiras next hop
node.

Attach the address of next hop node to the datkepasend data, and
modify its residual energy value, send messagtstogighbor node to
modify the transmission information of the trandmg node in

neighbor list.
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Saeyounget al. propose an improved algorithm of destination fargroup tree
routing (DFG-TR). The DFG-TR algorithm requires mocalculations to set
fewer paths between source and destination thapegigouting. Thus the energy

consumption is larger. /20/

So while making a neighbor node table, the depthiadex information are also
included. In original DFG-TR, it finds all of tharhilies of destination, but only
families that have routing ability are required.eféfore it is not necessary to
calculate the process for finding a family or stgrin the family array (DFG-
TR1). Another way is to reduce the calculation etd memory space by creating
a family with a limited hop count which is logicallar from the destination node
(DFG-TR2). The third method is to consider famity lie the only ancestor of
destination (DFG-TR3). This method needs only trst fwo steps of DFG-TR so

that the calculation rates and the memory resausage are reduced.

Jianpoet al. propose a method to reduce the RREQ transmidsist.it will set a

transmission range m for RREQ by using this methb@}:

m=0
N=0

A |

m=m-+1
- D-(ath -
N=A+14] @ | Cakp)

d=d+1
A=N

Figure 2 the flow ofn calculation

N is the next jump addresA,is the node addred,is the destination addreskis
the network depth.

For further reducing control overhead all nodesZigbee network can use

formula A<D<A+ C,,, s t0 judge whether the target node is its child nafier

receiving RREQ packet. The detailed method is w adlag bit in RREQ. The
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flag bit records the relationship of the node wrstlould not transmit RREQ and
the current node.

Fariborzi et al. propose energy aware multi-tree routing (EAMTR)tpcol to

balance the workload of nodes. In EAMTER, therefaue phases: /5/
Initialization phase: creating adaptive robust (RBT)

Tree selection phase: It is performed in a onedbg-manner; starting from the
first-level nodes (hop count to coordinator = 1),ch the nodes gradually select

their respective minimum cost tree as their matring tree.
Normal phase: passing the packet.

Recovery phase: replaces its old main tree witHiigs alternative tree in the

lowest-cost queue as obtained by the tree seleatgmmithm.

Zhi et al. propose an efficient hybrid routing algorithm (EBN). EHRA
implements after the network has used DAAM desigldresses. The node
broadcasts hello packet with 1 hop which contaoderaddress. /32/

Then the nodes begin to delivery data, and therddtns are randomly set in the

network.

Step 1. The source first determines if the destinas its neighbor or descendant,
and if so, sends data to destination directly dhtodescendant. If the destination
Is the ancestor or descendant of source’s neiglthen sends data to neighbor.

Otherwise, executes step 2.

Step 2. The source initiates a RREQ in multicast; itze set of hop threshold is
the hops of TR-1.

Step 3. The intermediate router processes RREQ:

1. If the RREQ has been received or the number of lpags is more than

threshold, then discards it. Otherwise, performs ii
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2. If the node is the ancestor or descendant of tlséinddion, it calculates
whether the experienced hops of RREQ will be beyttmdshold along
TR, if so, discards RREQ. Otherwise, forwards RRE)Hg TR.

3. If the node receives RREQ from its parent, theemeines whether it and
its descendants have neighbors, and if so, send)RBRBeighbor or child;
otherwise, discards RREQ. If the node receives RREA its neighbors

or children, processes the RREQ as in step2.

Step 4. The destination receives RREQ. If the nurobexperienced hops is less
than the threshold, it responds RREP to the soal@eg the reverse direction.
The RREP contains the total depth of the intermtediade (initial value is 0), the
minimum residual energy of nodes in path (initialue is residual energy of the

destination), the RREQ past nodes information, etc.

Step 5. The intermediate node receives RREP, edtabl the route to the
destination, and updates the value of relevard fireRREP, then unicast RREP to

the source.

Step 6. The source node receives RREP and esedlidie route to the
destination, and stores the total depth, the mimmesidual energy and the hops

information of the intermediate nodes.
3.1.3 Conclusion for the Methods

Consider the characteristic of Zigbee protocol, st common way to reduce
the hop count is to use the neighbor table to indptimized route for the packet
to transmit, under this condition the hop count banreduced. However, other
problem may occur, the hotspot problem, for instan&nd with some of the

proposed methods, they are only tested under #a aircumstance and not in the
real world, so the performance may differ from thienulation result. The

disadvantage of the reducing hop count method, lwbidy focuses on finding a
shortcut, is that they have not considered theggneonsumption problem. As a
consequence, the packet transmission time may agreompared with original

routing protocol, but the lifetime of the networlayndecrease.
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For the proposed methods which focus on energyngatihe common way is to
set a critical energy value for all the nodes whaitanges under a certain
condition. The characteristic of these energy speinenergy balancing methods
is that they pay more attention to the networktiliie and less for the packet

transmission time.

In general, if the network requires not only lassismission time, but also longer
network lifetime, a balance between reducing hagnt@nd energy saving must
be made. A balance must be made between transmisisi® and network

lifetime.
3.2 Mobile Node | mprovement Methods

In this chapter some previously proposed improveémegthods for mobile node

in Zigbee tree topology are introduced.
3.21 Previousy Proposed Methods

Jiasonget al. propose a routing strategy based on the node mavie(BoNM). In
the BoNM routing strategy, all the nodes are sesRD as initial. When a node
has lost connection and failed the transmission ¥otimes in total, it will

automatically change the value of DiscoverRoutig fieto ERD. /8/

Yuan-Yao et al. consider the framework in a 2-D region. For rout®de
deployment, a virtual grid that covers the wholgioe has been constructed. Each
intersection of lines on the grid is a candidateatmn for a router node. The
distance d between adjacent grid points is detethipased on the particular
scenario and application. In the framework, a noumiede can be placed at an
arbitrary point in the region, not necessarily ateatex on the grid. We assume
that nodes are placed on the saxgeplane. The communication range of the
router node is represented by a polygon with aerar@ gain profile ANTg that
indicates the different gains at different angléshe antenna and a placement

angle degree rant; & r,,.< 359 that indicates the antenna direction of the router

node. In particular, if a mobile sensor’s nearestdidate location isat timet, it



24

Is assumed that the sensor is in stadé timet. By counting the number of the
events of sensors that move away from or towartd eandidate location (state),
Yuan-Yao shihet al. can then derive the transition probability matik can be
derived. The matrix is called the mobility profiland the information that it
contains is used in the router node deploymentestéddter the router node
deployment phase has been completed, the routew d¢onstruction can be
formulated as a graph problem, where a vertex sepits an immobile node, and a
directed edge represents a possible transmissignfrbom an immobile node to
another immobile node. The proposed Zigbee routieg topology deployment
and construction framework incorporates the maghififormation, and algorithms
are developed to implement the framework. Comptrekisting approaches, this
framework achieves higher data delivery ratios &mber path duration with
much lower routing overhead in scenarios wherentio@ements of mobile end

devices are with regularity. /27/
3.2.2 Evaluation of the Method

The advantage of the proposed method is B@tiM was more efficient in a
network, where the structure changed unpredictatdtych was similar to the real
applications. The disadvantage of the proposed adeith thatit requires a little
more memory and calculation than traditional ragitimethod.

3.3 Other Improvement M ethod

Yukai et al. present a vertex-constraint flow network which && formulated as
a directed grapls =(V,E), where V represents the routers in the network Bnd
represents the possible communication links betvpedns of routers. Each vertex

u € V Is associated with a non-negative capacity, dehbte #(v) = 0, which

represents the GTS capacity of the router. /25/

A flow in a vertex-constraint flow network G witlespect to a source s and a

coordinator t is a real-value functiénV * V — R that satisfies the following three

properties:
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Zuerf (W) |f(w,v) =0} < é(v), Vv eV (13)

Skew symmetry:

fE:u’J 1?] = _f[u?v]!vv!u =N (14)

Flow conservation:

Lo f(wv) =0,vo eV = st} (15)

Residual capacity of v:

& (v) = (v) — Eyerf (wv)If (w,v) = 0} (16)
The residual capacity (i, v) is

¢ (wv) = e(w,v) — fluw,v) (17)
that(u, v) is eitherze or O depending on whethéf, v) IS InE

The residual capacity of G induced by fés= (V,E;), whereE, the residual

edge set is and it is defined as follows:

Ef _ {(u’ iﬂj‘ Ef(v)>0, if cl:u,z:']l:a:} (18)

c‘f'::bv:'}ﬁ, otherelss

The rationale behind the algorithm is explainedtn&kroughout the algorithm,

the height of the source s is fixe(igt and the height of the coordinator t is fixed

at 0. The height of every other vertex starts ah@ increases over time.

The height of a vertex determines the directiofoate imposed on the flow, that
is, a flow moves downward from a higher vertex ttowaer vertex. In a PULL

(u,v) operation, a lower vertex u pulls the flow of gher vertex v downward to

itself.
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u pullsd = min (e(v),&(w)) unit of flow from v

In a PUSH (u, v) operation, a higher vertex u pashe over pulled flow back to

a lower vertex v along the edfe, u) € G.

A RELABEL (u) operation enables a vertex u to imse its height.

PULL-PUSH-RELABEL (u) is a compound operation in iglh a vertex u
performs the three basic operations consecutively.

INIT (u) is a subroutine, whereby every vertez V initializes itself so as to

create an initial preflow is.
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4 BREADTH -FIRST SEARCH

The problem with methods mentioned above is thaerad them have noticed the
tree formation problem. If the tree has a smalktwork depth compared to the
original Zigbee tree, then the hop count will dese Also the energy
consumption will decrease. In this chapter, theaBtle First Search with a smaller
network depth is compared to the original Zigbeee tnetwork depth. The
simulation result also shows that the orphan nadblem has been solved by this

method.
4.1 Definitionsand Simulation

Breadth First Search begins at the coordinator reuk connecting the nodes,
which are in transmission range. Then for eacthefchildren nodes, respectively,
it connects their children nodes, which have natnbeonnected. Due to this
characteristic, the depth of the network can beiced, compared to the DAAM.
The simulation tool used in this research was Matla the simulation the
performance was tested under the ideal situati@hth@ worst situation. In the
ideal situation as many nodes as possible wereecte to the network. So in
order to do that, th€m andRm were set to be 4, the network depth to be 30. In
this case, the performance between original Zigkeeand improved Zigbee tree
can be determined. In the worst situation, the psgpwas to find out how the
orphan node problem influences the network perfocaa So theCm and Rm
were set to be 2 and network depth to be 5. Indhse the original Zigbee tree
will suffer from orphan node problem but the impedvZigbee tree has solved the

orphan node problem.
4.2 Simulation Studies and Result Analysis

The algorithm starts spanning from the coordindigrbroadcasting a beacon
message. Upon receiving this beacon, a router nuae send an “association”
message back to the coordinator. The fist associations are granted and each

router gets an address afig;,q) according to Equation (1) and (2). After this,
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each router will broadcast beacon to span their olwitdren in the same fashion.

Until the network depth limiLmis reached.

Here is the algorithm for Breadth First Search naecdm which shows the tree

formats:

1. First, find the coordinator neighbor table, randpmick upCm neighbor
nodes and mark the chosen nodes as spanned ndslesmark the
network depth to be 1 and mark that the coordinasrchildren.

2. Then, find out the entire node, which has been rspdutbut no children,
and for each of the chosen node find their neigimooles and mark them
as spanned node; also mark the network depth parsdimark that the
chosen node has children.

3. Repeat step 2 until the network depth readhmasr all the nodes have

been spanned and have children.

The Matlab Code is shown in follows:

whi | e sum ( spanned ) <N
spancandidate =find (spanned ==0&parentimproved ~=0);
% Find out the node which has been spanned but no ¢ hildren
i f isempty (spancandidate )
br eak;
end
whi | e ~isempty (spancandidate )
% Find the neighbor nodes with the same depth respe ctively
curNode = spancandidate  (1);
% Randomly choose one node from the spancandidate
nd =ntable {curNode };
% Find out the chosen node's neighbor table
unspanned =find (spanned ==0&parentimproved ==0);
% Find out node which has not been spanned and no p arentlmproved
temp =intersect  (unspanned , nd) ;
% Find out the intersection nodes
i f length (temp)>Rm

randlist =temp (randperm (length (temp), Rnm));
% Randomly pick up Rm intersection nodes
el se
randlist =temp;
end
parentimproved (randlist ) =curNode ;
% Mark the chosen node's parentimproved
spanned (spancandidate (1)) =1;
% Mark the chosen node's has been spanned
spancandidate (D=[1;

% Remove the chosen node from the spancandidate
depthlmproved (randlist ) =k;
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% Mark the chosen node depthlmproved

end
k =k+1;
LmeLm- 1,
% Check the depth
i f Lm==
br eak;

end

end

In Figure 3 and 4 a general idea is given about ti@wZigbee tree and Breadth
First Search tree looks like. The simulation area00meters*300meters and ratio
is 50 meters. 100 nodes are randomly distributettheénsimulation area. Theém

andRm are both set to be 4. In order to get all the sagnected and get a clear
view about the difference between Zigbee tree arghdih First Search tree the

depth is limitless.

Tree
300
2501 P ¢ 7 3 ‘ i -
200 ( / :
./ 4 = / /' -
150 - o /
100 | . \ 5 7
e ) N < . "'!’ o
50 - ’ / °
0 L L L L L |
0 50 100 150 200 250 300

Figure 3 Zigbee Tree
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Breadth-First search Tree
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Figure 4 Breadth First Search Zigbee Tree

As it shows the network depth is much higher inuFég3 than Figure 4. Thus the
Zigbee tree hop count between two nodes will béndrighan the hop count in
Breadth First Search Tree. Detailed simulationsofeéd. All the nodes were
displayed randomly in 300meters*300meters area. nidoe number starts from

100 until 200 with 10 nodes interval. Each simualativas run for 50 times.

For the first set of the simulation, in order td geclear view about the difference
between original Zigbee tree and Breadth-First Seaiigbee treeCm and Rm
were chosen to be 4. According to the characteradtiBreadth-First Search and

the setting ofc,, andr,,, the coordinator can connect 4 children and e&dd c

can connect their own 4 children. So by calculgttorconnect all 200 nodes (the
maximum number of node in the simulation), in agaidvay, the maximum depth
for Breadth-First Search tree should be 5. Budiyath of the original Zigbee tree
is unpredictable. So in order to get an ideal sibma(all the nodes are connected)
theLm was set to be 30 and radio was set to be 100 sndtee results are shown
in Figure 5 and Figure 6. In Figure 6 the averagian node number is shown,

almost all the nodes are connected so the result Figure 5 shows a clear view
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about the difference between the original treeinguand improved tree routing
(Breadth-First Search tree routing). In Figure 5 pairs of results are compared:
the average network depth and average hop counebgrttwo random nodes. As
it is shown, the red lines stand for improved tregting and blue lines stand for
original tree routing. The improved tree routingeeage depth is around 4, and
average hop count is around 7. The original treging the depth is about 6 in
100 nodes simulation but it increased to 10 in B00es simulation, thus the

average hop count has increased from 14 to 22.

Different Tree structures
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Figure 5 Tree Formation Result Comparison: Tredldapd Routing Hop Count
(Cnm=4, Rm=4, Lm=30, R=100m)
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—— — Original Zigbee tree
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Figure 6 Orphan NodeCf=4, Rm=4, Lm=30, R=100m)

For the second set of the simulation, due to tlsulreshown in the first
simulation the deepest depth of original tree camdached more than 30, so in
this simulation the value oEm was decreased to 20 and the radio was
decreased from 100 meters to 50 meters. The reshdtsn in Figure 8 indicate
that the improved tree routing also has an orphaenbut compared to the
original tree routing, the orphan node number icimless. Moreover, as it
shown, the orphan node number decreased when thee mamber increased.
The reason is the transmission range. Becausésisgithulation the transmition
range is set to be 50 meters the transmition ravitheffect the orphan node
number. In Figure 7 the depth of the improved tding is maintained in 4
and the average hop count is around 8. In ther@idree routing the average
depth is about 6.2 in 100 nodes simulation andesmed to 9 in 200 nodes
simulation. The average hop count also increaseth fi3 in 100 nodes
simulation to 18 in 200 nodes simulation. The peniance of the improved
tree routing is still much better than the origitiae routing. So in order to

increase the number of the orphan node and obkeweorphan node problem
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influences the performance of both tree routinigs,value oLm s set to be 10
for the next set of the simulation.

Different Tree structures
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Figure 7 Tree Formation Result Comparison: Treettdegmd Routing Hop
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Figure 8 Orphan Node&Cm=4, Rm=4, Lm=20, R=50m)

The results shown in Figure 10 indicate that thghan node in the original tree

routing has increased significantly. Due to theugabf Lm the average orphan

node in the original tree routing has reached tan7B00 nodes simulation, 35%

of the nodes did not connected. In Figure 9, as shown, the average depth of

the improved tree routing is still around 4 andrage hop count is 8. The depth

of the original tree routing is stabilizing maimad around 6. Thus the average

hop count of the original tree routing is around 12.
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Figure 9 Tree Formation Result Comparison: Treettdgmd Routing Hop
Count Cm=4, Rm=4, Lm=10, R=50m)
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Different Tree structures
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Figure 10 Orphan Nod€(n=4, Rm=4, Lm=10, R=50m)

For this set of the simulatiog,, and R, were changed to be 2 and the radio was

increased to 100 meters. In this simulation, it veapected to see how the
performance of these two tree routings is in thestvoase. Figure 12 shows that
the orphan node in the original tree routing hasedased significantly, almost
50% of the nodes did not connect in 100 nodes sitian and almost 75% nodes
did not connect in 200 nodes simulation. The orphade problem has greatly
influenced the network structure. In Figure 18e do the value o€m andRm
the average depth of the improved tree routingiha®ased to 5. The average
hop count increased to 10, but with the origineétrouting the average depth is 6
and hop count is around 12 because of the orphda pmblem. In general, the
performance of the improved tree routing is stidliter than the original tree

routing.
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Different Tree structures
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Figure 11 Tree Formation Result Comparison: Trgeldand Routing Hop Count
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For this set of simulation, the radio was decredsmd 100 meters to 50 meters.
As it can be seen in Figure 14, the improved toegimg has some orphan nodes
but compared to the original tree routing, the nemtf orphan nodes is not so
big. Still, the orphan nodes in original tree rogtiare almost 50% in 100 nodes
simulation and almost 75% in 200 nodes simulat&sm shown in Figure 13, the

average depth between the original tree routingthedmproved tree routing has
decreased. The average hop count in the origieal iouting has dropped to 14
because of the orphan node problem. But the avérageount for improved tree

routing did not change too much because of the aorétwdepth is still 5.

Different Tree structures
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Figure 13 Tree Formation Result Comparison: Trgeldand Routing Hop Count
(Cm=2, Rm=2, Lm=10, R=50m)
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Different Tree structures
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Figure 14 Orphan Nod€(n=2, Rm=2, Lm=10, R=50m)

In order to study the worst case, the results shmwiime previous simulations

indicate that the average depth for the improved touting is around 5 fe€,,
andR,value 4. So in this simulatio@m andRm were set to be 2mto be 5 and

the radio to be 50 meters. The orphan node nunsb&hawn in Figure 16. As it
can be seen, the orphan node in the improved tneng has increased, 40% of
the nodes are orphan nodes in 100 nodes simula@mhthe orphan nodes grow
to 45% in 200 nodes simulation. Needless to sdkeroriginal tree routing, 80%
of the nodes are orphan node in 100 nodes simalatial 90% of the nodes are
orphan nodes in 200 nodes simulation. In this caseseen in Figure 15, the
results are quite different compared to the prev&imulations. Due to the orphan
nodes, the average depth of the original tree mgus 4 and hop count is around

7, but the depth of improved tree routing is 5 hog count is around 10.
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Different Tree structures
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Figure 15 Tree Formation Result Comparison: Trg#tdand Routing Hop Count
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5 CONCLUSIONS

After simulating the ideal situation and the wasgtiation, the performances of
the improved tree routing demonstrate an outstandasult. The Breadth First
Search is used to start the search from the rode rend connect all the
neighboring nodes. Then for each of the neighbaleadind their children nodes
in turn. So in this way the depth of the network baen reduced. And because of
the reduced depth the hop count between two nddeseduced. Furthermore, as
the results show, the orphan node problem hashasn solved by Breadth First
Search. The Matlab simulation results show thatniallra is bigger than 5 there
has only one or two orphan nodes in the Breadtbt Hearch tree routing. For
further research, the nodes join and leave prolilamto be considered after the
tree structure has been constructed. Because fitle dethe Breadth First Search
iIs much smaller than the original tree routing ahcsupport more nodes in the

same network layer.
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