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1 INTRODUCTION 

1.1 Background 

The capacity to forecast the volume of sales has historically been a key asset for 

every company in any kind of industry but, especially, in the automotive sector, 

where the production processes are extremely complex, the ability to anticipate 

consumer demand becomes very valuable information that can be especially useful 

for car manufacturers to accommodate their production plans and the associated 

logistic operations and, consequently, to fit consumers’ needs and achieve the 

optimal stock levels.  

 

Compared to other industries with lower-value products and shorter production-to-

customer lead times, car manufacturers must be highly responsive to customers’ 

demands, which is a significant challenge in today’s turbulent business environment 

(Kobayashi, Tomino, Shintaku, & YoungWon, 2017). An effective demand-and-

supply chain, utilizing both make-to-stock (MTS) and make-to-order (MTO) 

approaches, and keeping the right balance between the two is essential for 

automakers to cope with the demand fluctuation and, artificial intelligence (AI) and, 

more concretely, machine learning (ML) algorithms can contribute to extract the 

necessary business knowledge supporting data-driven decisions to keep such 

balance in the right spot. 

 

An MTO approach marks a shift in how raw materials are sourced. Rather than 

maintaining a large inventory of parts in storage, a make-to-order production 

strategy requires smooth management of just-in-time (JIT) delivery, where the facility 

receives goods as close as possible to when they are needed, improving efficiency, 

and reducing costs. Moreover, this kind of production, offers a more personalized 

shopping experience, making the product more customizable.  

 

On the other side, an MTS production methodology contributes to a steady 

production workflow minimizing customer waiting times but, on the downside, 

generates inappropriate inventory levels (sometimes too high and sometimes too 
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low) due to the unpredictable nature of consumer demand which may, impact the 

company’s cash flow. 

1.2 Objective 

This thesis aims to evaluate the performance of traditional statistical models - such 

as Triple Exponential Smoothing (TEST), SARIMA, or SARIMAX – and compare them 

to more complex ML algorithms based on ensemble techniques with the final goal 

of getting a better understanding of the automotive market in the four Nordic 

countries. 

1.3 Research questions 

The main research questions identified as part of this study are: 

 

1. Is there any correlation between the analyzed external socio-economic 

factors and the volume of car sales in the Nordic countries? 

2. Is there a model good enough to predict the volume of sales and the market 

trend in the Nordic countries?  

3. Are ML algorithms performing better than traditional algorithms for car sales 

prediction?  

4. Are the Nordic markets affecting each other in terms of volume of car sales? 

1.4 Limitations 

The automotive market is very changing and volatile, and the volume of car sales 

can be affected by an uncountable number of external factors, some of them may 

be macroeconomic, such as gross domestic product (GDP), inflation, interest rates 

or unemployment rates (Islam, Bashawir Abdul Ghani, Kusuma, & Teh Yew Ho, 2016) 

but, probably, also by marketing campaigns, consumer demand changes,  

technological aspects or even by unpredictable elements such as pandemics or 

military conflicts making the forecasting of car sales a very complex and challenging 

task.  

 



11 

 

This paper is focused on the analysis of the volume of car sales in the Nordic markets 

of a specific automaker but, by no means, is the aim of this research to provide a 

methodology on how to predict car sales volumes in a wider term. 

 

2 LITERATURE REVIEW 

Sales forecasting is a deeply studied field and researchers have made a lot of efforts 

to find accurate ways to predict sales volumes, not only in the automotive industry, 

but in all business fields, and, many of them, have already tried to predict the 

number of car sales based on socio-economic indicators but, in most of those 

studies, the source of data came from country-specific numbers rather than brand-

specific and, the only ones using brand-specific sales’ volumes are primary focused 

on Asian, African or US markets but very limited works have been focused on 

European markets (Homolka, Vu Minh, Drahomíra, Bach, & Dehning, 2020) and 

there are almost non-existent publications with the spotlight in the Nordic region of 

Europe. 

For instance, in the research for Chery, a Chinese domestic brand, an econometric 

model is proposed to analyze the dynamic connections among Chinese automobile 

sales, the number of brand-specific sales, and some economic variables such as CCI, 

CPI, steel production, and gas prices (Junjie, Yanan, Xiaomin, Han, & Feng, 2018). 

In that study, they concluded that the fluctuation trends of Chinese automobile sales 

and Chery’s sales are intricately linked, and they also found out that, among the 

models analyzed, VAR, ARMA, and VECM, the last one offered the best prediction 

accuracy in terms of RMSE and MAPE in long-term forecasting.  

On the other side, other “non-brand specific” studies also focused on predicting 

automotive sales (Sa-ngasoongsong, Bukkapatnam, Kim, S. Iyer, & Suresh, 2012) or 

(Islam, Bashawir Abdul Ghani, Kusuma, & Teh Yew Ho, 2016), identified a meaningful 

structural relationship between sales and some economic indicators while some 

other researchers concluded that the macroeconomic variables do not always 

influence the sales for all the countries (Sanjog & Shoaib, 2022) and, therefore, 

there is still room for experimentation in this field. 
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Moreover, most of the papers published related to sales forecasting are exclusively 

comparing a few models: either statistical (Makatjane & Ntebogang, 2016) or more 

advanced ML algorithms (Baržić, Munitić, Bronić, Jelić, & Lešić, 2022) but very few 

papers combine multiple models of each class in one single publication.  

3 DATA 

In this paper, a dataset from a car manufacturer containing the number of cars 

retailed (sold and delivered to end-customer) in the Nordic countries between 

January 2006 and December 2022 is used for the analysis containing 204 data 

points whose distribution is shown in the picture below: 

 

 

Figure 1: Retails by country between 2006 to 2022 

     

Furthermore, this paper includes an additional dataset containing all the passenger 

cars (PC) and light commercial vehicles (LCV) registered in the Nordic countries 

during the same period. This set of data, also known as total industry volume or 

TIV, is often utilized to provide one of the most extended key performance metrics 

(KPI) in the automotive industry: the market share (MS). This measure gives an 

insight into the automaker’s performance versus the competitors. The source of this 

dataset came from the same car manufacturer whose identity will remain hidden to 

preserve the confidentiality of the data used.    
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Figure 2: Registrations by country between 2006 to 2022 

 
 

On the other hand, some exogenous features are incorporated as socio-economic 

external indicators that could, eventually, have an impact on the volume of 

automobile sales. These indicators are the consumer price index (CPI), the 

unemployment rate, and the long-term interest rate in each of the Nordic countries 

between 2006 and 2022.  

The Consumer Price Index (CPI) (OECD, Inflation (CPI) (indicator), 2023) measures 

the monthly change in prices paid by urban consumers for a market basket of 

consumer goods and services. As every consumer has differing tastes and spending 

habits, the CPI measures prices for a huge assortment of items, not only goods but 

also services (e.g., hairdressing, taxi fares, insurance, etc.). This collection of items 

is normally referred to as the basket of goods and services. (“What is the CPI - CSO 

- Central Statistics Office”) 

The CPI is one of the most popular measures of inflation which is, a priory, a key 

factor in car sales because, the higher the inflation is, the less disposable income to 

spend on a new car when the potential consumers are trying to cover the costs of 

everyday essentials such as food and housing. 

The unemployment rate (OECD, Unemployment rate (indicator), 2023) is, according 

to the Organisation for Economic Co-operation and Development, a measure of 



14 

 

people of working age who are without work, are available for work and have taken 

specific steps to find work. This indicator is measured in the number of unemployed 

people as a percentage of the total labor force which is defined as the total number 

of unemployed people plus those in employment. Everything seems to indicate that 

the higher the unemployment rate the fewer cars will be sold due to less consumer 

capacity to afford the cost of the car or to apply for a loan (most cars are purchased 

using finance). 

Long-term interest rates (OECD, Long-term interest rates (indicator), 2023) are 

determined by the price charged by the lender, the risk from the borrower, and the 

fall in the capital value. Rising interest rates mean higher loan costs when customers 

go to buy a car and, according to new statistical data, one-fifth (19.2%) of consumer 

credit granted by credit institutions to households at the end of April 2021 were 

vehicle loans (Suomen Pankki, 2021). A priory, it makes sense to anticipate that 

higher interest rates will mean lower car sales. 

All these additional datasets have been collected from the Organisation for 

Economic Co-operation and Development (https://www.oecd.org/) and their access 

and use are public.

https://www.oecd.org/
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Figure 3: Orders and exogenous features by country
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4 MODELLING  

4.1 Times series and forecasting 

As it can be seen from Figure 2 and Figure 3, the type of data we are dealing with 

in this paper corresponds to a succession of data points in chronological order 

measuring the value change of the number of sales over time, which means, that we 

are dealing with times series data.  

 

Forecasting in the context of time series is, fundamentally, about predicting the 

future value of the target (or independent) variable based exclusively on its previous 

observations (autoregression) or by using other predictors (also named exogenous 

variables). 

 

Initially, ML algorithms were not designed to deal with times series forecasting 

problems, but recent studies have shown that these types of models can, not only 

be used for TS forecasting (Bojer, 2022), but they can perform even better than 

traditional statistical models (Stoll, 2020). However, to make use of ML regression 

models with time series data is necessary to transform the input values into a matrix 

that can be used for supervised learning problems by utilizing lagged values of the 

input variable as the features to predict the target variable or by including external 

indicators as exogenous features to predict the output variable. 

 

One of the key aspects to consider when using machine learning algorithms for time 

series forecasting is the type of input data to deal with, which can be divided into 

two main types:  

 

• Univariate: one single input variable where the objective is to predict its value 

in the future using only its past values.  

 

• Multivariate: more than one input variable where the objective is to predict 

the value in the future of the target using a combination of its past values 

plus some other additional (also known as exogenous) features.  
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On the other side, the forecasting strategy and the prediction interval are also 

aspects particularly important when dealing with time series forecasting problems 

and, based on that we can differentiate: 

 

• Single-step prediction: the objective is to predict the next value of the time 

series. 

 

• Multi-step prediction: the objective is to predict the next N values of the time 

series and can be divided into (Brownlee, 2020): 

 

o Direct. “A separate model is developed to forecast each forecast lead 

time”. 

 

o Recursive. “A single model is developed to make one-step forecasts, and 

the model is used recursively where prior forecasts are used as input to 

forecast the subsequent lead time.” 

 

In this study, a combination of univariate and multivariate data and a direct multi-

step prediction with 24 steps (months) forecasting horizon is used to evaluate the 

performance of ML algorithms. 

 

Also, as part of this work, we will compare some traditional statistical algorithms – 

such as Triple Exponential Smoothing, SARIMA, or SARIMAX with some more 

advanced ML techniques such as boosting (AdaBoost, XGBoost, Gradient Boosting, 

and LGBM) and bagging models (Extra Tree and Random Forest). 

4.2 Traditional Time Series Models 

4.2.1 Triple Exponential Smoothing 

Exponential smoothing is one of the most widely used time series forecasting 

methods for univariate data and it is remarkably like simple moving averages with 

the main difference that, where simple moving averages consider past observations 
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equally, exponential smoothing models put exponentially more weight on recent 

observations and less on historical observations.  

 

“There are three types of exponential smoothing models: simple exponential 

smoothing, double exponential smoothing, and triple exponential smoothing.” (Shin, 

2022) 

 

Single (or simple) exponential smoothing is useful for time-series data with no 

seasonality or trend, double exponential smoothing is useful for time-series data 

with no seasonality – but with a trend, and Triple exponential smoothing, also known 

as Holt-Winters exponential smoothing, is useful for time-series data with a trend 

and seasonal pattern. As seen during the EDA in previous chapters, we are dealing 

with trended and seasonal data and, therefore, TES could be, in principle, considered 

as a suitable candidate.  

4.2.2 SARIMA 

SARIMA stands for Seasonal Autoregressive Integrated Moving Average, and it is an 

evolution of the ARIMA model including the seasonal component which, as we saw 

in the EDA, is present in the data we are working with and, therefore, it is a viable 

option as a baseline model in our task.  

 

An autoregressive (AR) model assumes that the value of an observation at a time t 

is a linear combination of the p past sequence values of itself using these lagged 

values (t-1, t-2, …, t-p) as input variables for its predictions. The order (represented 

by “p”) determines how many previous data points (“lags”) will be used as predictors 

and, the higher the p-value is, the more lagged data points the model will consider. 

 

The integrated (I) part of ARIMA models refers to the ability of this kind of model to 

make the input data stationary which is a pre-requisite of AR and MA models. The 

model will use the d differences of the time series to predict the value at time t or, 

in other words, will predict on stationary data (no trends and no seasonality). The 

number of times the data needs to be differenced will determine the value of “d.” 
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Finally, the moving average (MA) model considers model errors at previous time 

steps to improve the prediction for the current data point. In more technical terms, 

we model the prediction at time t as a linear combination of q residual errors (t-1, 

t-2, …, t-q). 

4.2.3 SARIMAX 

SARIMAX stands for Seasonal Auto-Regressive Integrated Moving Average with 

Exogenous factors, and it is like SARIMA with the only difference that it accepts 

exogenous factors as input predictors for the model. This means that, on top of the 

lagged terms, the model will also use external data for the forecast task which, in 

principle, may improve the model’s performance. 

4.3 Machine Learning Models 

4.3.1 Ensemble Methods 

Ensemble learning methods are following a divide-and-conquer approach based on 

the assumption that multiple models combined can achieve a more powerful, 

accurate, and outperforming result than a single learner. These methods can be 

divided in: 

 

• Stacking: This technique uses the predictions from multiple different models 

to build new features which are used as predictors for a new model that 

makes the final prediction. This technique aims to improve the prediction 

accuracy. 

 

Figure 4: Stacking architecture (Source: OpenGenus) 
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• Bootstrap aggregating (or bagging): is an ensemble technique where 

multiple algorithms are trained in parallel using subsamples of the original 

data and the final prediction comes from the average prediction (or voting 

mechanism for classification tasks) of all the models. This technique aims to 

reduce the variance (avoid overfitting). 

 

 
Figure 5: Bagging architecture (Source: Author) 

 

 

• Boosting: in the boosting technique, models are built sequentially by 

minimizing the errors from previous models while increasing (or boosting) 

the influence of the high-performing models. This technique aims to reduce 

the bias (avoid underfitting). 

 
Figure 6: Boosting architecture (Source: Author) 
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4.3.2 AdaBoost 

AdaBoost or Adaptative Boosting (Schapire & Freund, 1997) was the first practical 

boosting algorithm (Prastiwi & Tahi Ulubalang, 2020) and one of the best-known 

boosting methods. In this model, each training instance receives a weight that 

indicates the relative importance which is used to calculate the error. After each 

iteration, the weights of the instances are adjusted according to the error of the 

current prediction and the learning focuses on the more difficult cases.  

4.3.3 Gradient Boosting Regressor 

Another popular boosting ensemble method is Gradient Boosting which is a 

powerful model able to capture nonlinear relationships between the predictors and 

the target variable (Masui, 2022). This estimator builds an additive model in a 

forward stage-wise fashion starting from a naïve prediction of the target variable 

(i.e., average value) and it improves the prediction by focusing on the prediction 

errors from previous steps trying to minimize the residuals on each iteration until 

the model prediction stops improving. 

4.3.4 eXtreme Gradient Boosting 

XGBoost (Extreme Gradient Boosting) is a scalable end-to-end tree boosting system 

(Guestrin & Tianqi, 2016) based on the gradient boosting framework that has shown 

exceptionally reliable, fast, and high-performance results in many ML competitions 

thanks to the features it offers such as parallelization, cache optimization, auto 

pruning, and regularization. 

4.3.5 Light Gradient Boosting Machine 

Light Gradient Boosting Machine or LightGBM (Ke, et al., 2017) is a distributed 

high-performance framework that uses decision trees for ranking, classification, and 

regression tasks (Saha, 2023). This framework has shown high accuracy results and 

it is quite popular when handling large datasets due to the faster training speed, 

the higher efficiency, and the lower memory usage and because it supports parallel, 

distributed, and GPU learning. 
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4.3.6 Random Forest Regressor 

Random Forest (Breiman, 2001) is one of the most well-known bagging-based 

algorithms where a subset of data points and a subset of features is selected 

(randomly) for constructing each decision tree.  

 

This random selection of features on each decision tree ensures a low correlation 

among the decision trees that are producing the intermediate predictions that are 

at the end averaged to produce the final outcome.  

 

4.3.7 Extra tree regressor  

Extra tree (Extremely Randomized Trees) (Geurts, Ernst, & Wehenkel, 2006) is an 

ensemble learning algorithm very similar to Random Forest with the exception that, 

not only the feature selection is done at random, but also the selection of the split 

values - instead of looking for the optimal split at each node - which makes it faster 

in comparison to the Random Forest. 

5 RESEARCH METHODOLOGY 

The research methodology of this project follows, as in most machine learning 

research papers (Mariga & Kamiri, 2021), a quantitative approach with an 

experimental research design where various techniques and multiples algorithms 

are tested and compared from a model performance standpoint and the conclusions 

are based on the obtained predictions and the results of the pre-defined metrics. 

 

This study is, therefore, focused on a supervised learning regression task where a 

set of statistical processes are used for estimating the relationships between the 

dependent variable (also known as “target”) and one or more independent variables 

(also known as “features” or “predictors”) to predict the number of car sales.  
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The high-level ML workflow can be graphically summarized in the diagram below:  

 

 

Figure 7: ML workflow 

5.1 Data extraction and cleaning 

The first step in the presented ML workflow is to load and pre-process the data to 

make it clean and ready for analysis. In this step, the car sales data is cleansed, 

sorted, filtered, grouped, and (monthly) indexed to get the number of retails for 

each Nordic country. Finally, the resulting sales dataset is combined with the 

external socio-economic dataset to produce the output .XLS file which is used as 

the input in the rest of the analytics workflow. 

 

For each county under the analysis (FIN, DEN, NOR, and SWE) a specific tab is 

generated within the Excel file with the below structure. The country objective of the 

analyses can be selected using the “country” variable as shown in Figure 5. 

 

COLUMN NAME DESCRIPTION 

Date Monthly index 

Orders Number of retails 

CPI Consumer Price Index 

UR Unemployment Rate 

LTIR Long-Term Interest Rate 

TIV Total Industry Volume 

Table 1: Data Structure 
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As outlined before, we are dealing with a supervised learning regression task which 

means that the objective is to understand the relationship between the dependent 

and the independent variables. In this project, the target (or dependent) variable 

can be set to “Orders” where the objective would be to understand the relationship 

between the number of cars retails (orders) and the rest of the features, or it can be 

set to “TIV” where the objective would be to understand the relationship between 

the total industry volume (TIV) and the rest of the features. For simplicity, this paper 

will be exclusively focused on the “Orders” as the target variable and the TIV analysis 

will be left for future work. 

 

Additionally, a Boolean variable (True/False) can be used to decide whether the 

analysis will include the rest of Nordic countries (orders or TIV depending on the 

selected target) as exogenous features for the ML algorithms or if those will be kept 

aside. 

5.2 EDA: Exploratory Data Analysis 

Exploring and understanding the data you are dealing with is a fundamental part of 

any data science project and the Exploratory Data Analysis (EDA) provides insights 

and statistical measures of your data and helps to define and refine key features as 

well as contributes to better understanding of patterns and relations among the 

variables.  

5.2.1 Feature correlations 

The first exploration made to our dataset was to try to identify correlations between 

the independent variable (number of orders) and the rest of the dependent variables 

of the dataset using scatter plots. In this case, the rest of the Nordic countries are 

included as exogenous features. 
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Figure 8: Correlation plot – Finland 

 

Figure 9: Correlation plot – Target Denmark 

 

 

Figure 10: Correlation plot – Target Norway 

 

 

Figure 11: Correlation plot – Target Sweden 

 

Another way of showing this relationship between the features is by computing the 

Pearson correlation matrix of the dataset. This measure provides the linear 

correlation between features assigning a value between -1 and 1 to each feature 
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pair. A positive value indicates a positive correlation, and a negative value indicates 

a negative correlation.  

 

       

      

Figure 12: Heatmaps 

 

Some insights can be extracted from the above plots: 

• Firstly, the number of Orders which are highly correlated with the TIV in 

Finland (0.74) and moderately correlated in Denmark and Sweden (0.59 and 

0.58 respectively) is almost uncorrelated in Norway (0.24). This supports the 

theory that the Norwegian market is following its path versus the rest of the 

Nordic countries. 
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• On the other side, the number of sales in all countries is not much influenced 

by the socio-economic indicators. However, while in Finland, Norway, and 

Sweden this correlation is almost non-existent, in Denmark the number of 

sales is negatively (weakly) correlated with the consumer price index (0.49) 

and the long-term interest rates (0.51). This means that the higher those 

indicators are, the less the sales volume is. 

 

• In the third term, and the most important outcome of this correlation analysis, 

the number of sales in the countries is, somehow, correlated to each other, 

but not equally. Finland mostly correlated to Sweden, and Denmark, Sweden, 

and Norway correlated to each other but not to Finland. 

 

This exploration, even being useful as an initial analysis, does not show through the 

“lagged” correlation between features, it is, how an observation n times before (t-n) 

can explain its value (or the value of the other features) at a time t. In the next 

chapters, we will explore this to get more granularity of the correlation between 

features. 
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5.2.2 Time series decomposition 

The next step in our EDA process is to carry out a time series decomposition, it is, 

separating the time series into its components: trend, seasonality, and residuals.  

 

         

 

          

Figure 13: Seasonal Decomposition 

 

5.2.3 Trend 

The trend is a pattern in data that shows the movement of a series to higher or 

lower values over a prolonged period, and it can be classified as an uptrend, 

downtrend, or horizontal (or stationary). 

 

So stationary series are time series that have constant statistical properties (mean, 

variance, etc.) over time. Or in other words, the observations in such time series are 

not dependent on time. And this concept is relevant because, in some cases, 

machine learning models make more accurate predictions when working with 

stationary data.  
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With the time series decomposition plot does not seem easy to conclude whether 

the time series has any sort of trend or not and, therefore, a further analysis is 

necessary.  

 

Another method to determine if time-series data is stationary or not is the 

Augmented Dickey-Fuller Test which has been used as part of this project and will 

be explained in the data pre-processing chapter. 

5.2.4 Seasonality 

Another common characteristic of times-series is its seasonal component which is 

repeated cycles over the time-series observations. Understanding (and processing) 

the seasonal component can, in some cases, improve the model performance and, 

especially in machine learning algorithms, can support the learning process by 

providing clearer signals resulting in a clearer relationship between input and output 

variables or adding additional features about the seasonal component which can 

provide added information to improve model performance. 

 

As we can observe below, there are complex patterns of seasonality in the data and 

not all the countries are showing the same pattern. All of them, however, have a 

significant peak in March and a decrease in the month of April coinciding with the 

fiscal year closing of the car brand in this study.  

 

On the other hand, in some countries, the holiday periods may help to explain the 

down trends during July and December. 

 

With the outcome of the time series decomposition and the above analysis, we can 

conclude that there is a yearly seasonality in the data and that adding dummy 

variables with information on the month and quarters could, potentially, contribute 

to the learning of the machine learning models. 
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Figure 14: Seasonality plots 

5.2.5 Residuals 

The last component of the time series decomposition belongs to the residuals which 

can be defined as the irregular component consisting of the fluctuations in the time 

series after removing the previous components. These residuals are sometimes also 

known as noise, and we can appreciate a significant amount of noise in our data 

that could negatively affect the prediction capacity of the models. 

5.2.6 Autocorrelation and partial autocorrelation 

The autocorrelation function (ACF) is particularly useful to understand the properties 

of time series data and, especially in regression problems, they provide valuable 

information. In contrast, the partial autocorrelation function (PACF) is more useful 

during the specification process for an autoregressive model, and it can support the 

decision of the AR (autocorrelation terms) to use in the model fitting. 

 

Autocorrelation is the correlation between two observations at different points in a 

time series or, in other words, the influence that past values of a time series have 

on its current value (Frost, s.f.). The distance between observations is known as 

“lag.” From the plots below we can see that there is some sort of autocorrelation in 
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the number of sales, and this is a good indicator that we should incorporate lagged 

values of the time series into our regression analysis to model the data 

appropriately. It also tells us that autoregressive models could be a viable choice in 

the model selection. 

 

We can also extract from the plots that we are dealing with non-stationary series 

and that there is some sort of trend because the autocorrelation function drops 

slowly with significant terms for the first lags of the variable. 

 

Seasonality patterns are observed as well in the ACF plot with peaks of significance 

after 12 lags which indicates a yearly seasonality in the data, something we already 

discovered in previous chapters.  

 

On the other side, from the partial autocorrelation plots, we can see that in Finland 

lags 1 and 2 are statistically significant, in Denmark lags 1,2, and 3 are statistically 

significant and in Sweden and Norway only lag 1 is significant. Consequently, this 

PACF suggests fitting different order autoregressive models depending on the 

country. In this study, however, we made use of the auto-arima package which 

automatically found the appropriate parameters to fit the autoregressive models but 

will be good to keep in mind our findings to contrast the selection made. 

 

 

Figure 15: ACF and PACF Finland 
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Figure 16: ACF and PACF Denmark 

 

Figure 17: ACF and PACF Norway 

 

Figure 18: ACF and PACF Sweden 
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5.3 Data pre-processing 

Data pre-processing is a fundamental step in Machine Learning as the quality of 

data and the useful information that can be derived from it directly affects the ability 

of the models to learn. (Kumar, 2018) 

 

In this section, we will cover the different techniques applied to the dataset. 

5.3.1 Feature Engineering 

As we saw in previous chapters, the input time series we are working with are not 

stationary but, to statistically confirm this hypothesis, the Augmented Dickey-Fuller 

Test (ADF) is made to all of them and based on the results, the difference of the 

series is conducted until each variable becomes stationary.  

 

The ADF test makes conclusions on the hypothesis based on the resulting p-value. 

• Null Hypothesis: The data is not stationary. 

• Alternative Hypothesis: The data is stationary. 

 

For the data to be stationary (reject the null hypothesis), the ADF test should have:  

• p-value <= significance level (0.01, 0.05, 0.10, etc.) 

• If the p-value is greater than the significance level, then we can say that it is 

likely that the data is not stationary. 

 

 

Figure 19: ADF test - original series 

 

Figure 20: ADF test - 1st difference 
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The table below shows, by country, the number of differencing terms made to each 

feature to turn it into a stationary time series. 

 
 

Finland Denmark Norway Sweden 

Orders 1 1 1 1 

CPI 1 1 1 1 

UR 0 1 1 0 

LTIR 1 1 1 1 

TIV 1 1 1 1 

Table 2: Number of differences to be made to achieve stationarity 

 

Additionally, lagged features from the target variable were created from month m-

1 to m-12 to allow the models to capture the yearly seasonality we identified during 

the EDA. 

 

Also lagged variables of the exogenous features were created, in this case for the 

previous 1, 3, 6, 9, and 12 months. The objective of this transformation is to capture 

the impact of the variations in the macroeconomic indexes on the volume of sales 

as it is assumed that the changes in those indexes do not have an immediate effect 

on the volume of sales. 

 

Another transformation done to capture seasonal patterns was the creation of a 

feature with the number of months encoded using the dummy encoding capability 

of pandas. 

 

Finally, a 12-month window size rolling mean and rolling standard from the target 

variable was created. 
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After all the transformations described above, the resultant dataset had the below 

features: 

 

Original features 12m lag target variable  1,3,6,9,12m lagged  Month “dummy-encoded” Rolling target 

Orders Orders_lag1 CPI_lag1 Month_2 rolling_avg 

UR Orders_lag2 LTIR_lag1 Month_3 rolling_std 

CPI Orders_lag3 TIV_lag1 Month_4 
 

LTIR Orders_lag4 UR_lag1 Month_5 
 

TIV Orders_lag5 CPI_lag3 Month_6 
 

 
Orders_lag6 LTIR_lag3 Month_7 

 

 
Orders_lag7 TIV_lag3 Month_8 

 

 
Orders_lag8 UR_lag3 Month_9 

 

 
Orders_lag9 CPI_lag6 Month_10 

 

 
Orders_lag10 LTIR_lag6 Month_11 

 

 
Orders_lag11 TIV_lag6 Month_12 

 

 
Orders_lag12 UR_lag6 

  

  
CPI_lag9 

  

  
LTIR_lag9 

  

  
TIV_lag9 

  

  
UR_lag9 

  

  
CPI_lag12 

  

  
LTIR_lag12 

  

  
TIV_lag12 

  

  
UR_lag12 

  

Table 3: Feature engineered dataset 

5.3.2 Feature Selection 

Feature selection (FS) refers to the process of identifying (and selecting) the most 

significant and relevant features of a given dataset. Different techniques exist for 

feature selection, divided into filter techniques, wrapper techniques (i.e., adding or 

removing features iterative), and embedded techniques (i.e., the selection is already 

part of the forecasting method). 

The three main advantages of feature selection are: 

• Simplifying the interpretation of the model. 

• Reducing the variance of the model to avoid overfitting. 

• Reducing the computational cost (and time) for model training. 
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In this study, we have used a filter-based feature selection using the Pearson 

correlation between the features and the target variable as the measure to identify 

the most relevant ones. A 0.4 threshold has been defined where all features below 

the threshold were kept aside and a Boolean value defines whether FS should be 

applied before training the ML model or not.  

 

Figure 21: Strength of correlation – Finland 

 

 

Figure 22: Strength of correlation – Denmark 
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Figure 23: Strength of correlation - Norway 

 

 

Figure 24: Strength of correlation – Sweden 
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5.3.3 Train/test split 

When working with time series data a simple random split of the data into train 
and test sets is not a good practice because: 

1. It does not maintain the temporal dependence in the data that can be 
important for modeling 

2. It can cause leakage by using future (unknown at the time of training) data 
during the training process 

For this project, we have used the last 24 records (2 years) for testing and the rest 
of the data available for training. 

 
Figure 25: Train/test split 

 

5.4 Performance Metrics 

Numerous machine learning (ML)-based predictive modeling techniques are used in 

this study and, therefore, there is a need to measure the performance of each model 

and its prediction accuracy.  

The metrics used to assess the effectiveness of the model in predicting the outcome 

are particularly important since they influence the conclusion. In this study, we will 

use some of the most popular metrics used for regression machine learning models, 

which are: 

• Mean absolute error (MAE): is the average absolute error between actual and 

predicted values and explains the model performance over the whole dataset. 
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MAE is a popular metric to use as the error value is easily interpreted because 

it is on the same scale as the target prediction – in this case the number of 

retails – and can be seen as the average error that the model’s predictions 

have in comparison with their corresponding actual targets. 

 

“The closer MAE is to 0, the more accurate the model is.” (Allwright, 2022) 

 

 

Figure 26: MAE 

 

• Root mean square error (RMSE): is the square root of the average squared 

error between actual and predicted values or, in other words, the square root 

of the mean squared. The closer RMSE is to 0, the more accurate the model 

is, and the value is returned on the same scale as the prediction target 

(Allwright, 2022). For example, calculating RMSE for a car sales prediction 

model would give the error in terms of car sales, which can help to easily 

understand model performance. 

 

Figure 27: RMSE 

 

• Mean Absolute Percentage Error (MAPE): MAPE is defined as the average 

absolute percentage difference between predicted values and actual values 

(Roberts, 2023), and it is a measure of prediction accuracy of forecasting 

methods in statistics commonly used as a loss function for regression 
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problems and in model evaluation, because of its very intuitive interpretation 

in terms of relative error. It usually expresses the accuracy as a percentage 

ratio defined by the formula below:  

 

Figure 28: MAPE 

6 RESULTS 

Now that the reasearch methodolog and the different metrics used in this study 

have been presented we will turn our attention into the obtained results as part of 

the multiple experiments carried out. The table below shows a summary of the 

different possible combinations, where 0 means False, 1 means True and X means 

not relevant because another selection has priority (i.e. doesn’t make sense to apply 

feature selection when feature engineering is set to False). 

 

With all these possible combinations and, considering the country (‘FIN’, ‘DEN’, 

‘NOR’ and ‘SWE’) and the target selection (‘Orders’ or ‘TIV’) up to 64 different 

experiments could be done with the same piece of code.  

 

Include Nordics Feature Engineering Feature Selection Lagged target 

0 0 X 0 

0 0 X 1 

0 1 0 X 

0 1 1 X 

1 0 X 0 

1 0 X 1 

1 1 0 X 

1 1 1 X 

Table 4: Experiment grid 

For the sake of clarity, this project will only be focused on the Orders as the target 

variable. 
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In total, as part of this thesis, 32 different experiments have been conducted with 

the selected machine learning algorithms and 12 additional experiments with the 

statistical algorithms, giving a total of 44 experiments. 

 

A summary of the obtained results is presented next and compared against the 

baseline accuracy obtained with the traditional time series models. 

 

6.1 Baseline: traditional algorithms results 

  

Traditional algorithms yielded a 

mix of results with SARIMAX being 

the model with the best results in 

Finland, Denmark, and Sweden (for 

that one in terms of RMSE) while, in 

Norway, the Triple Exponential 

Smoothing algorithm showed the 

best - particularly poor - results. 

 

Nevertheless, the accuracy in 

Denmark and Norway – especially in Norway – was much lower than in Finland and 

Sweden with an extremely inferior performance as seen in the Table 5, which means 

that the volume of sales in these countries is not easily explainable with 

autoregressive algorithms, something that we already anticipated during the 

correlation analysis done in the EDA. 

 

In the following pages, we deep dive into the results of the traditional models by 

country. 

 

Table 5: Traditional models baseline results 
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6.1.1 Finland 

SARIMAX with a mean absolute percentage error of 27.26% 

is the best-performing model and, more importantly, the one 

with the best fit to the actual values with a RMSE of 82 units. 

In general, we got quite good-performing results in this 

scenario, and we can conclude that traditional AR models can 

predict the sales volume reasonably well. In any case, we can 

extract from this experiment that the use of external features 

contributes to the learning rate by improving the overall 

results. 

COUNTRY METRIC TES SARIMA SARIMAX 

FIN 
MAE 90.25 80.15 69.45 
RMSE 102.52 102.07 81.97 
MAPE 37.24 29.95 27.26 

 

   

Table 6: Baseline Results Finland 
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6.1.2 Denmark 

Again, in this case, SARIMAX with a MAPE of 54.36% is the 

best-performing model among the 3 but, opposite to the 

previous case, in Denmark the accuracy of these models is 

quite poor with all models above the 50% mean absolute 

error meaning that sales volumes are not explainable with 

previous order values but, we can observe that, one more 

time, the use of external features contributes to the learning 

rate by improving the overall results. 

COUNTRY METRIC TES SARIMA SARIMAX 

DEN 
MAE 193.92 240.85 172.51 
RMSE 221.30 272.03 214.60 
MAPE 66.50 82.58 54.36 

 

   

Table 7: Baseline Results Denmark 
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6.1.3 Norway 

As we can see in the charts and graphs, the forecasted 

values in Norway are random and we can say that the 

autoregressive models are almost useless to predict the 

sales volumes. Out of the three models, TES is the one 

offering the best result but, with a MAPE of 96.63%. The 

uncorrelation between current and past observations seen 

during the data exploration explains the poor results of 

these models for this experiment. 

COUNTRY METRIC TES SARIMA SARIMAX 

NOR 
MAE 271.61 374.85 281.70 
RMSE 328.46 429.60 343.43 
MAPE 96.63 127.36 102.53 

 

   

Table 8: Baseline Results Norway 
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6.1.4 Sweden 

Slightly better performance of the TES model in this case if 

we look at the mean absolute percentage error with 

29.61% but not far from the error obtained with SARIMAX 

with 31.24% and, with a lower RMSE, we can conclude that 

we got a better fit with the last one. However, considering 

that TES is only using lagged terms, the results are quite 

promising. Again, in this experiment, the use of external 

features contributes to the learning of the model by 

improving the results of the SARIMA model. 

COUNTRY METRIC TES SARIMA SARIMAX 

SWE 
MAE 172.78 380.45 157.42 
RMSE 214.25 435.23 188.48 
MAPE 29.61 61.65 31.24 

 

   

Table 9: Baseline Results Sweden 



46 

 

6.2 ML algorithms results 

 

Table 10: ML Results
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In the Table 10 the results from the different ML algorithms for each experiment 

combination are shown and the performance of the ML models is calculated to 

determine the best (on average) performing combination among the analyzed 

algorithms.  

 

The rationale to calculate the average performance among the ML algorithms part 

of this study comes from the objective of this research, which is to determine if 

those state-of-the-art algorithms can provide better results than traditional times 

series forecasting strategies. In that sense, rather than finding the best-performing 

model, the target is to find which one of the different pre-processing strategies 

offers the best results. 

 

As we can see, on average and, in all countries, the best-performing combination is 

the one including the rest of the Nordic countries and the lagged target values as 

exogenous features without feature engineering/selection which leads us to some 

preliminary conclusions: 

 

• Increasing the complexity of ML models with additional features does not 

necessarily improve their accuracy. 

• Using the volume of sales in the rest of the Nordic countries as input features 

contributes to the learning capacity of ML models. 
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6.2.1 Finland 

In Finland, the best-performing model among all the models analyzed is the Light Gradient 

Boosting Machine with an MAPE of 24.14% followed by eXtreme Gradient Boosting with a 

26.34%. 

 

In general, we can see that boosting algorithms perform better (except for the Adaptative 

Boosting) than bagging algorithms and we can also conclude that Machine Learning algorithms 

can produce better results than the traditional statistical models. 

 

 

Table 11: Finland Results 
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50 

 

6.2.2 Denmark 

In Denmark, the best-performing models belong (again) to the boosting strategy with a mean 

absolute percentage error of 37.51% yielded by the Adaptative Boosting Model and a 37.55% 

obtained with the eXtreme Gradient Boosting Model showing these two models a slightly better 

performance than the rest of machine learning models and much better than traditional 

autoregressive models. 

 

 

 

Table 12: Denmark Results
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6.2.3 Norway 

Gradient Boosting and eXtreme Gradient Boosting are the most accurate models in the case of 

Norway with a MAPE of 46.54% and a 46.71% respectively showing again that boosting 

techniques are offering the best performance in terms of car sales forecasting.  

 

In this experiment looks quite evident the learning improvement of machine learning algorithms 

in respect of traditional statistical algorithms, mostly because lagged terms of the target variable 

are not self-explanatory in the case of Norway and, therefore, more complex machine learning 

techniques can capture patterns that remain hidden for the other models. 

 

 

Table 13: Norway Results
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6.2.4 Sweden 

In the case of Sweden, eXtreme Gradient Boosting offers the best results with a MAPE of 24.52%. 

However, opposite to the rest of the countries, in this case, there is no substantial difference 

between boosting and bagging techniques with all models showing percentage error results 

below 30%.  

 

One more time the theory that machine learning algorithms can offer best results than traditional 

statistical algorithms is supported by the outcomes of this experiment. 

 

 

 
Table 14: Sweden Results
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In summary and, as a conclusion, we have seen that by selecting the right ML algorithm in each case, the results obtained improve in comparison to those provided by traditional 

algorithms and, despite boosting techniques seem to be, in general, the ones offering better results, bagging techniques shouldn’t be kept aside because those can, in some cases 

and depending on the data, offer as good results as boosting algorithms. 

 

Finally, one important conclusion to extract from these experiments is that, by using the selected socio-economic factors as input features, the learning rate and the accuracy are 

reinforced as shown by the improvement offered by SARIMAX models versus SARIMA model in all cases. This does not mean that sales volumes are explained just and only by 

those factors but that they can contribute to the model learning rate.  

  

  

Table 15: Overall accuracy results 



 

 

7 CONCLUDING DISCUSSION 

7.1 Research contributions 

The prediction of sales is, in general, a challenging task, and forecasting car sales 

using artificial intelligence techniques is not exempt from such challenges. However, 

in this work, the effect of including additional exogenous features to predict the 

volume of sales in the Nordic countries has been discussed by comparing the results 

of statistical models with machine learning techniques using a time series dataset 

including real data with the historical number of sales of a specific carmaker in the 

Nordic countries. 

 

As part of the research, a preliminary exploratory data analysis was done for every 

Nordic country providing country-specific insights, and feature engineering and 

feature selection techniques were applied evaluating the impact of these techniques 

on the overall model performance. 

 

Opposite to the other studies analyzed that were focused either on traditional 

models or ML models, a combination of both approaches was used in this research 

testing a bunch of different algorithms of each type to compare their performance 

on predicting car sales.  

 

In addition, the performance of all those models for each Nordic market was 

measured and compared using error metrics such as MAE, RMSE, and MAPE, and 

the results were analyzed and compared among the different models and among 

the different countries part of this study. 

 

 

 

 

 



 

 

7.2 Conclusions  

The main conclusion from this study and, in response to our first research question 

RQ1: Is there any correlation between the analyzed external factors and the volume 

of car sales in the Nordic countries? - we can conclude that the automotive market 

is not easily explainable with the studied macroeconomic indicators as there are 

numerous external factors with an impact on the number of car sales and, many of 

them, are unpredictable, such as pandemics or semiconductors crises and, others 

are the result of human intervention such as marketing campaigns, brand-specific 

price repositioning campaigns, dealer incentives or other hidden interests leading 

to a distorted trend in the volume of sales. Nonetheless, we demonstrated some 

learning improvement when using them as exogenous features and, therefore, we 

can conclude that there is some sort of correlation between the selected indicators 

and the volume of sales but, clearly, those factors are not the only ones driving the 

automotive market and, probably, a deeper study is needed to expand the obtained 

results. 

Additionally, the presented results showed that the introduction of exogenous 

factors as inputs for the forecasting methods improved the performance of the 

models and that, despite traditional models providing good results in some of the 

analyzed cases, in general, machine learning algorithms out-performed classical 

statistical methods such TES and SARIMA/SARIMAX answering our RQ3: Are ML 

algorithms performing better than traditional algorithms for car sales prediction? 

On the other side, the results also demonstrated that there is no “one-size-fits-all” 

when it comes to car sales forecasting in the Nordic countries and that there is a 

need for expert analysis and problem understanding to accurately predict the 

volume of sales which answers our RQ2: Can we find a model good enough to 

predict the volume of sales and the market trend in the Nordic countries?  

Another remarkable conclusion out from this research is that adding more features 

does not necessarily mean a performance increase and, in some cases, it may just 

add more noise to the data, and keeping the right balance between model 

complexity and dimensionality reduction is as important as choosing the right 



 

 

algorithm when dealing with forecasting problems. However, it was demonstrated 

based on the obtained results that the usage of the volume of sales in the rest of 

the Nordic countries as exogenous features contributes significantly to the learning 

capacity of the machine learning models and, therefore, we can positively respond 

to our RQ4: Are the Nordic markets affecting each other in terms of volume of car 

sales? 

 

7.3 Future work 

This work is focused on the comparison of the impact of different data-pre-

processing techniques and different statistical and machine learning algorithms in 

the accuracy performance to predict the number of car sales in the Nordic countries 

but to extend this work some ideas could be exploited as part of future research 

such as:  

 

1. Testing the impact of hyperparameter tuning in the different machine 

learning algorithms. 

2. Evaluating different forecasting horizons. 

3. Creating a forecaster framework that can be deployed to production 

following MLOps (Machine Learning Operations) processes. 
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